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ABSTRACT: An atomistically detailed picture of protein
folding at interfaces can effectively be obtained by comparing
interface-sensitive spectroscopic techniques to molecular
simulations. Here, we present an extensive evaluation of the
capability of contemporary force fields to model protein folding
at air−water interfaces with a general scheme for sampling and
reweighting theoretical conformational ensembles of interfacial
peptides. Force field combinations of CHARMM22*/TIP3P
and AMBER99SB*-ILDN/SPC/E were found to reproduce
experimental observations best.

1. INTRODUCTION

The experimental determination of protein structure at
interfaces is a nontrivial problem. The most common methods
of structural determination (i.e., X-ray crystallography, nuclear
magnetic resonance (NMR) or CryoEM) probe protein
conformation only in the solution or crystal phase.1 However,
none of these methods can inform us about the ways in which
the protein conformation changes at any given interface. Of the
tens of thousands of solved, high-resolution protein structures,
none describes a protein at an interface. Because the interfacial
structure and dynamics of proteins is of utmost importance for
understanding several relevant biological processes, e.g. the
handling of protein or peptide drugs on industrial scales, food
formulations, biofilm formation, and biomineralization,2 the
lack of experimental interfacial structures with atomic
resolution is unfortunate.
One method to determine the secondary structure and

orientation of a protein at an interface is vibrational sum-
frequency generation (VSFG) spectroscopy.3 VSFG is a
spectroscopic method that probes ordered molecules at an
interface with two incident polarized lasers; one is a narrow-
band pulse in the visible spectrum, and the second laser’s
frequency covers regions of the IR spectrum. Due to nonlinear
optical frequency mixing at an interface, a photon is emitted at
a frequency equal to the sum of the incident beams. The SFG
process is physically forbidden in the centrosymmetric bulk
phase. Therefore, VSFG is an interface specific method. One
shortcoming of VSFG and of other surface-sensitive techniques
is that they do not provide molecular-level detail in contrast to
common methods such as X-ray crystallography or NMR. To
overcome this impediment, researchers rely on molecular

simulations to support VSFG experiments by producing an
ensemble of protein conformational states based upon
hypotheses about the interfacial coordinates.4

Previous studies have not considered two important aspects
of the spectral prediction methods. First, while an ensemble of
states is generated in molecular dynamics (MD) simulations,
often only a single snapshot of the ensemble is used for
theoretical spectral prediction. However, one could exploit the
large ensemble of conformations provided by the simulation to
produce an ensemble spectrum, which in theory should more
accurately represent the real-life experimental behavior.
Second, the effects of protein and water force fields on
proteins’ interfacial conformational ensembles have not been
thoroughly assessed. The effects of force field selection are
known to greatly affect the results of simulations, and therefore
care should be taken to select the right force field for a given
problem. This study addresses both of these overlooked
considerations to develop a more rigorous set of methods and
rules for conducting simulations of interfacial proteins.
Previous experimental5 and theoretical studies6 have demon-
strated significant changes in protein secondary or tertiary
structure at air−solvent interfaces. Therefore, we chose to
study and discuss this simplest biologically relevant interface,
namely the air−water interface.
Because a protein’s adsorbed, interfacial structure can differ

greatly from its solution structure, and because there can be
multiple stable and metastable protein conformations sepa-
rated by large energy barriers, advanced sampling techniques
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should be employed to generate a converged structural
ensemble. Several enhanced sampling techniques have
previously been used to thoroughly sample ensembles of
protein conformations at interfaces, including well-tempered
metadynamics (WT-MetaD), parallel tempering,7 solvent
tempering,8 and the well-tempered ensemble.9 In this study
the exploration of the protein conformation is enhanced using
WT-MetaD.10 Because the air−water interface does not
restrict the sampling of side chain and backbone conformations
in the same way as solid interfaces, we hypothesize that WT-
MetaD is sufficient to exhaustively sample the free energy of
the system without any further biasing such as parallel
tempering which might be used to overcome smaller hidden
free-energy barriers associated with protein adsorption.
Since the major branches of both AMBER and CHARMM-

based force fields are optimized to reproduce data of aqueous
phase proteins and biomolecules,11 there may be considerable
effects when introducing an interface into the system, as has
been observed for several solid−water interfaces. These effects
include the following: (a) differences in solvation free energy
of the backbone and side chains among protein force fields,12

(b) differences in the properties of interfacial water compared
to bulk water,13 and (c) differences in peptide interactions
among other considerations.14 In this study, several force field
combinations were tested for simulations of peptides at the
air−water interface. The ability of these simulations to produce
peptide ensembles of accurate structure is evaluated by
calculating theoretical VSFG spectra from the simulations
and comparing these to experimental VSFG data. The protein
force fields selected for this study are AMBER99SB-ILDN15

(A99SB-ILDN), AMBER99*SB-ILDN16 (A99SB*-ILDN),
CHARMM2717 (C27), and CHARMM22*18 (C22*). Each
of these force fields was paired with one of three water force
fields (TIP3P,19 TIP4P-D,20 and SPC/E21). The non-
CHARMM version of TIP3P water was used in all cases. A
list of force field combinations is provided in Table 1. A99SB-

ILDN and C27 were selected because of their wide adoption in
the literature and their ability to reproduce data from NMR
experiments.18 A99SB*-ILDN and C22* were selected because
of some important modifications to backbone dihedral
parameters that can greatly affect preferred secondary
structures.16,18 All four of these force fields are either
implemented in GROMACS or readily available as user
contributions, which makes them available to a wide range of
researchers. The three water models were selected because
various water force fields are well-known to affect protein
structure differently. Moreover, interfacial properties of each
water model differ with respect to structuring and surface
tension. These parameters are expected to greatly affect protein
secondary structure formation and stability.22

Four peptides of varying composition and secondary
structure have been selected to test these force fields and
our ability to reproduce VSFG spectra from molecular
dynamics-derived ensembles. The four peptides are aurein
1.2 (A1.2, helical, PDB: 1VM5, GLFDIIKKIAESF),23

mastoparan X (MPX, helical, PDB: 2CZP, INWKGIAAM-
AKKLL), tryptophan zipper 2 (TZ2, beta hairpin, PDB: 1LE1,
SWTWENGKWTWK), and minimal beta-hairpin (MBH, beta
hairpin, PDB: 1N09, CTWEGNKLTC).
These structures were selected because each peptide adopts

a defined secondary structure in its native state either in
solution (TZ2, MBH) or bound to a membrane (A1.2, MPX),
each is small enough to quickly simulate for the large force
field-parameter space tested in this study, and each has
hydrophobic and polar elements to anchor it to the air−water
interface without any additional bias. In practice, an air−
vacuum interface is used for the simulations, because the
density of air is so much smaller than water, and because the
addition of a few gaseous molecules is not expected to affect
results. A representative air−vacuum simulation box is
illustrated in Figure 1A alongside the experimental solution
or membrane-bound NMR structures of each of the four
peptides in Figure 1B-E.
In the interest of brevity, the results presented in the main

text will focus on aurein 1.2 as a demonstration of the methods
developed herein with a brief summary of results for all other

Table 1. Force Field Combinations Used in Simulationsa

A99SB-ILDN TIP3P A99SB-ILDN SPC/E A99SB-ILDN TIP4P-D
A99SB*-ILDN TIP3P A99SB*-ILDN SPC/E A99SB*-ILDN TIP4P-D
C27 TIP3P C27 SPC/E C27 TIP4P-D
C22* TIP3P C22* SPC/E C22* TIP4P-D
aProtein force fields are abbreviated as follows: AMBER99SB-ILDN
(A99SB-ILDN), CHARMM27 (C27), AMBER99*SB-ILDN
(A99SB*-ILDN), and CHARMM22* (C22*). TIP3P, SPC/E, and
TIP4P-D denote the water force fields, respectively.

Figure 1. (A) A representative simulation box. (B) Aurein 1.2. (C)
Mastoparan X. (D) Tryptophan zipper 2. (E) Minimal beta-hairpin.
Hydrophobic side chains in white. Polar side chains in blue.
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peptides discussed afterward. Additional figures for other
peptides are also included in the Supporting Information.

2. RESULTS AND DISCUSSION

Experimental VSFG Spectra. The four selected model
peptides differ greatly in their observed interfacial structures as
evident from the various spectral shapes presented in Figure 2.
For each peptide, two spectra are displayedone SSP
spectrum and one SPS spectrum. By convention, these letter

combinations denote laser beam polarizations in the order:
SFG signal, visible laser, and infrared laser. SSP, for example,
refers to perpendicular polarized SFG signal, perpendicular
polarized visible laser and parallel polarized infrared laser (with
respect to the plane of incidence). While the incident beams
can probe several nanometers into the solution, a VSFG
response can only be generated by ordered molecules adsorbed
to the interface and not by isotropically oriented bulk peptides.
Experimental VSFG spectra displayed a nonresonant sum-
frequency response on the high frequency side of the spectrum.
This nonresonant response renders a comparison of exper-
imental and calculated spectra difficult. To make experimental
and calculated VSFG spectra comparable, the experimental
spectra were fit as described in the Methods section.
Subsequently, the amplitude and the phase of the nonresonant
contribution to the spectra were set to zero while keeping all
other fit parameters constant.
The parameters for each fit are presented in Tables S1−S4.

Fitting of experimental peaks and the calculation of theoretical
spectra were blind to one another, and no parameters from the
fitting were considered in the theoretical spectra calculations.
Apart from excluding nonresonant background, the fits served
another purpose. Namely, certain peaks at the edges of the
spectra were assumed to not originate from amide I backbone
coupling. These peaks were ignored because they give no
information about the secondary structure of the peptide, and
because the theory used to calculate theoretical spectra
considers only backbone interactions. Specifically, certain
modes can be assigned to the COO− asymmetric stretching
vibration (of glutamic and aspartic acid) and the phenyl ring
in-plane vibration modes of phenylalanine.24 Each ignored
mode is assigned a zero amplitude. Parameters for all modes
can be found in Tables S1−S4. After processing the data to
remove contributions from side chains and the nonresonant
background, each of the four peptides exhibits a unique
spectral signature in the amide I regime.

Metadynamics Simulations. Enhanced sampling through
WT-MetaD was used to assess the ability of different force
fields to reproduce a natural ensemble of peptide secondary
structures at the air−water interface. The Cα radius of gyration
and the number of structural hydrogen bonds were selected as
collective variables to be biased. The free-energy landscapes of
all peptides with respect to these two biased collective variables
are shown in Figure 3 and Figures S1−S3. It should be noted
that simulations with different combinations of water and
protein force fields return distinct free-energy surfaces, and this
result is expected given the variety of force fields selected.

Aurein 1.2 Free Energy Surfaces. The native micelle-
bound structure of aurein 1.2, as determined from NMR,
consists of a single α helix and sits roughly at a coordinate of
[0.65, 6.0] in the plots shown in Figure 3. A common feature
in all aurein 1.2 free-energy landscapes is the narrow horizontal
region near zero α-helix hydrogen bonds. Peptides located in
this area of the free-energy landscape form hydrogen bonds
neither at the same positions as seen in the NMR structure nor
in a perfect α-helical pattern. However, this does not exclude
the presence of other secondary structures. This horizontal
band contains a range of diverse structures from highly
compacted to completely extended states. Most of the 12 force
field combinations retain a basin near the solution structure,
except in the cases of C22* and some of the TIP4P-D
simulations. Because the “*” variations of the force fields adjust
the protein backbone parameters to change the population of

Figure 2. Experimental VSFG spectra of four model peptides: Aurein
1.2 (A1.2), mastoparan X (MPX), tryptophan zipper 2 (TZ2), and
minimal beta-hairpin (MBH). SSP and SPS polarization combinations
are in red and black, respectively, each with raw data and fitted curves.
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α-helices versus coils, a change in the propensity to form a
helix at the interface should be expected. TIP4P-D was
parametrized in order to better sample intrinsically disordered
proteins, and since proteins and peptides at interfaces often

become disordered, it was interesting to test whether this water
model might give a population that differs greatly from the
solution structure. This was in fact the case for three of the
force field combinations containing TIP4P-D water. There are

Figure 3. Free energy surfaces from WT-MetaD simulations of aurein 1.2. The protein/water force field combination is indicated in the top right
corner of each cell.

Figure 4. Each cell illustrates the central structure of each of the top four clusters ranked by probability. The force field combinations used in each
simulation are depicted in the top right corner of each cell.
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other states to be explored besides the extended state and the
native folded state. For example, in several of the AMBER
force field combinations a second well appears for a
compacted, less helical structure near the coordinate [0.55,
3.0]. If such a structure maintains some of its helical character,
it could be expected to generate a VSFG signal that has α-
helical character with some additional features.
Convergence of the free energy surfaces shown in Figure 3 is

illustrated in Figure S4 in which the hill height is shown to
decay drastically from its initial height of 2.0 kJ/mol. While this
does not definitively demonstrate convergence, it demonstrates
that the systems are not exploring new regions of collective
variable space.
Most hills added at the end of the trajectory are smaller than

0.02 kJ/mol in CV space, meaning that additional bias is not
being added at any appreciable rate. It is common to further
assess convergence by comparing the relative free energies of
two low energy basins on the free energy surface over time.
However, since many of the 48 free energy surfaces do not
contain two well-defined energy states, this method was not
utilized.
Aurein 1.2 Conformational Clustering. The structures

represented in the low-energy basins presented in Figure 3 can
be diverse even when their CV coordinates are very similar.
Trajectories were clustered as described in the Methods
section. Representative structures for the four most populated
clusters are shown in Figure 4.
Inspection of the highly populated clusters reveals a large

diversity in the structures sampled across the range of protein
and water force fields used in this study. This supports the
earlier hypothesis that force field selection does matter
significantly for problems involving interfaces. All force fields
have varying degrees of α-helical character, the least of which
are A99SB*-ILDN and A99SB-ILDN with TIP4P-D water. As
mentioned before, the TIP4P-D water model is meant to
reproduce intrinsically disordered structures, perhaps explain-
ing the observed low populations of helical peptides. Overall, it
appears that there is no protein or water force field that
consistently produces similar secondary structures no matter
which other force field is paired with them.
To verify our assertion that the air−water interface does

affect the structuring of these peptides, we simulated aurein 1.2
in the solution state with the A99SB*-ILDN/SPC/E force field
combination. This simulation was conducted by simply
removing the vacuum layer present in our interfacial
simulations. All other parameters remained the same. The
free energy surfaces for the interfacial and solution-state
peptides are presented in Figure S5. We observe that the
peptide, when bound to the interface, prefers a structure
similar to the membrane-bound experimental structure along
with a partially unfolded compact structure. On the other
hand, when simulated in solution, the folded and partially
unfolded structures are no longer highly populated, and instead
the peptide prefers to assume no helical secondary structure at
all. These results indicate that peptide secondary structure can
in fact be induced by the introduction of a hydrophobic
interface as asserted in the Introduction section.
Theoretical VSFG Calculation. To test which of the force

fields best match experiment, an ensemble of peptide
structures obtained from the WT-MetaD simulation was
used to calculate a theoretical VSFG spectrum. Eight samples
of 25 conformations were drawn from the trajectory. These 25
conformations were selected by accepting or rejecting frames

with a probability proportional to that obtained from
reweighting. The weight of a respective frame was obtained
by the Torrie-Valleau method.25 The 25 conformations were
aligned in one plane in a 5 × 5 grid with about 3 nm of space
between individual peptides. This file was subsequently used to
calculate VSFG spectra using the method of Roeters et al.3b

Results of the theoretical calculation for aurein 1.2 are
presented in Figure 5. Diversity in predicted spectra is quite

large, with predicted peak locations spanning a range of almost
40 cm−1. Most theoretical curves are blue-shifted noticeably
compared to experimental data. Some of the blue shift can be
explained by the theoretical calculations not considering
hydrogen bonds with the solvent. However, Roeters estimates
this shift to be about 5 cm−1, which is much smaller than
observed in most calculated spectra. Therefore, we hypothesize
that most force field combinations are not accurately
representing the true ensemble.
From these observations, we hypothesize that the true

experimental ensemble likely contains high populations of
partially unfolded helices and extended structures rather than
well-formed helices as would be predicted by most other force
fields.
To quantify differences in the experimental and theoretical

spectra, the calculated VSFG spectra were compared to the

Figure 5. Comparison between experimental and calculated VSFG
spectra for the SSP (left) and SPS polarization (right). Experimental
spectra are solid black curves corrected for nonresonant background
and side chain related resonances. Theoretical spectra are dotted
black curves with colored regions for the standard deviation over eight
samples.
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experimental curves by first shifting both curves to zero at a
wavenumber of 1550 cm−1 and then scaling the intensity of the
calculated spectrum by a constant to minimize the root-mean-
square difference (rmsd) between the calculated and
experimental points. Unlike some other spectroscopic
techniques, the intensity of the spectrum depends upon
various experimental factors. Therefore, the absolute magni-
tude should not be considered, but instead the relative
amplitude and location of SFG peaks with respect to each
other are the important spectral features. Thus, a simple
rescaling of the amplitude by multiplication of a constant is
valid. Calculated points were linearly interpolated to match the
exact discrete wavenumbers at which data were collected. To
obtain a final scoring, the 12 minimized rmsd values (one for
each force field combination) were normalized for all four
model peptides. SSP and SPS spectra were normalized
independently from one another. Then, the scores for SSP
and SPS were summed into a final score. These scores are
reported in Table 2 for each force field combination for all four
peptides tested. To test the overall performance of each force
field combination, the tables for each of the four model
peptides were summed into a combined table.

Table 2 indicates that overall the best force field
combinations are A99SB*-ILDN with SPC/E and C22* with
TIP3P. The combination of A99SB*-ILDN with SPC/E is
exceptional for alpha helices specifically (A1.2 and MPX) but
not remarkable for the beta hairpins (MBH and TZ2).
Therefore, we recommend this combination for the simulation
of systems where helices are expected to dominate the solvated
conformational ensemble. Alternatively, C22* with TIP3P
displays generally good performance across all tested peptides.
If a simulated system contains beta-like structures or a mixture
of structures in its solution state ensemble, we recommend this
force field combination. The A99SB*-ILDN and the C22*
force field are specifically balanced to yield a good
representation of the helix−coil transition.18 Therefore, the
good performance of these force fields is not surprising.
On the other hand, the outstanding performance of the

TIP4P-D water model for many cases is surprising. An increase
in London dispersion interactions of water molecules by using
the TIP4P-D water model tends to destabilize the folded states
of most peptides. Therefore, the good performance of TIP4P-
D may indicate an overstabilization of folded states at the air−
water interface for most protein force fields.

3. CONCLUSION

These findings indicate that force field selection is of utmost
importance for the simulation of peptides at air−water
interfaces. Moreover, enhanced sampling, in the form of
WT-MetaD is necessary to overcome free energy barriers to
produce a diverse ensemble of interfacial structures. The
method of sampling structural ensembles using molecular
simulation and comparing those ensembles to spectral data has
been demonstrated to be a feasible and useful technique for
generating hypothetical molecular-level structures for inter-
facial peptides. The combination of molecular simulation and
VSFG can thus be symbiotic and helpful for researchers in
determining specific, detailed peptide structures provided that
the selection of force fields is correctly considered.
Based upon the findings for these four model peptides, we

provide some suggestions for researchers interested in
performing MD simulations or VSFG experiments of peptides
or proteins at an air−water or hydrophobic interface.

(1) WT-MetaD simulations are a good way to generate
structural ensembles for adding atomistic detail to VSFG
and other experimental data at the air−water interface.
This can be used to generate or test hypothetical
structures to be considered together with experimental
data. Other enhanced-sampling techniques may need to
be explored to overcome hidden free energy barriers in
systems that become stuck in certain conformations.

(2) The C22*/TIP3P and A99SB*-ILDN/SPC/E force
field combinations produce structural ensembles whose
simulated spectra best match experimental data. Thus,
we suggest using C22*/TIP3P for simulations of beta
peptides and systems with uncertain or mixed structures.
We suggest A99SB*-ILDN/SPC/E for simulations of
helical peptides.

(3) Unbiased molecular dynamics simulations are some-
times insufficient to explore the entire conformational
ensemble. Clustering analysis shows that a peptide’s
interfacial structural ensemble can be diverse. Therefore,
we suggest using some enhanced sampling such as

Table 2. Ranking the Force Fields According to Minimum
rmsd between Calculated and Experimental Spectraa

aThe maximum of each experimental spectrum is set to be 1.0, but
this scale is arbitrary. The overall rank is the sum of rmsd of SSP and
SPS data. A low rmsd indicates good agreement between theory and
experiment.
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metadynamics or replica exchange in order to generate
realistic ensembles.

(4) The secondary structure of some peptides is greatly
affected by the air−water interface. This should be
considered in industrial or medical applications in which
air−water interfaces are introduced such as in
fermentation, filtration, lyophilization, cell culture,
protein purification, and protein storage.

These findings are based upon the assumption that the
peptides are largely independent of each other within
experiments as we know they are in the simulation box. The
introduction of high concentrations of peptides at the air−
water interface would likely have the effect of causing the
peptides to aggregate and move into solution because of strong
hydrophobic interactions, as is found in LKα14 studies.26 In
the future, this assumption might be tested by generating
structural ensembles from other methods such as parallel bias
metadynamics,27 solvent tempering,8b or parallel tempering7a

with guidance from the protocols presented herein. We plan
future work to reweight these ensembles using a Monte Carlo
approach. In this way, we will adjust the weights of each
ensemble member by iteratively replacing members to
minimize the difference between calculated and experimental
spectra. This could help overcome sampling inaccuracies
imposed by the force field.

4. METHODS
Vibrational Sum-Frequency Generation Spectrosco-

py. The peptide structure at the air−water interface was
probed with VSFG spectroscopy. A regenerative amplifier
(Spitf ire Ace PA, Spectra-Physics, Santa Clara, CA, USA)
produced 800 nm pulses with an energy of 9 mJ per pulse at a
repetition rate of 1 kHz. One mJ was directed through an
etalon to produce a narrow-band laser beam (VIS) with a full
width at half-maximum (fwhm) of 20 cm−1. Another 1 mJ was
directed into a parametric amplifier (TOPAS/NDFG, Light
Conversion, Vilnius, Lithuania). The output of the parametric
amplifier was an infrared laser beam (IR) with a fwhm of 150
cm−1 at a central wavenumber of 1650 cm−1.
The polarization of both the IR and the VIS beam was

controlled by using a polarizer/half-wave plate combination.
Overlapping the IR and VIS beam spatially and temporally on
the sample surface at angles of incidence of 60 and 55°,
respectively, produced a sum-frequency response. This signal
was then analyzed with a spectrometer (Shamrock, Andor,
Belfast, UK) coupled to a CCD camera (Newton 970, Andor).
Measurements were performed under an atmosphere of dry
nitrogen.
The samples were prepared as follows: a Teflon trough was

filled with a solution of NaCl in D2O (40 mL, 150 mM NaCl)
and placed on a motorized rotation stage. Surface tension was
recorded with a Kibron DeltaPi tensiometer (Helsinki,
Finland), calibrated on the NaCl solution. While measuring
the surface tension, a peptide solution (1 mL, 1.4 mM aurein
1.2 in D2O, 150 mM NaCl) was injected through the water
surface of the NaCl solution. The peptide layer adsorbed to the
air−water interface was assumed to be equilibrated when the
surface tension did not change significantly for half an hour.
The amount of peptide added to the solution was selected to
be just enough to form a monolayer as to exclude the
possibility of multiple layers forming at the interface. After the
equilibration, VSFG spectra were collected. All data was

acquired for 60 min at 22 °C in the range of 1550−1750 cm−1.
The spectra were background corrected by subtracting a
spectrum with IR beam blocked and only the VIS beam
incident on the sample. Subsequently, spectra were normalized
by a background-corrected quartz spectrum. The SFG intensity
was fit using the relationship

∑ χ∝
ω − ω − Γ

+ | ⃡ | ϕI
C

i
e

i

i

i i

i
SF

IR
NR
(2)

2

(1)

where C is a constant that depends on the Raman- and infrared
transition dipole moments, ωi is the resonance frequency of a
particular transition i, Γ is the dipole dephasing rate, and χNR

(2)

is the nonresonant sum-frequency response of phase ϕ.
Molecular Dynamics Simulations. Simulation boxes

were constructed by placing the NMR structure of the peptide
with a random spatial orientation at the edge of a water box.
These water boxes were cubic with a side length of 2.4 nm
longer than the longest axis of the peptide, and 150 mM
sodium chloride was added along with any additional ions
needed to neutralize the system. Then, the dimension of the
box normal to the peptide-containing interface was expanded
by a factor of 3 to introduce a vacuum, which is used as a proxy
for air. Boxes are simulated with periodic boundary conditions
to allow for the application of the particle mesh Ewald sum
method for long-range electrostatic calculations.28 Such a
simulation setup produces infinite slabs of water separated by
several nanometers in space, which is large enough for the
electrostatic interactions among the slabs to largely decay.
GROMACS 4.6 patched with PLUMED 2.1 was used for all
simulations.29 Bonds were constrained using the LINCS
algorithm to allow for a numerical integration time step of 2
fs.30 The temperature was held at 300 K using a stochastic
velocity-rescaling thermostat.31 Lennard-Jones and electro-
static interactions were cutoff at 1.0 nm with a Verlet
integration scheme, and long-range electrostatics were handled
with the particle mesh Ewald summation method. Steepest
descent minimization of 1000 steps was used to relax the
system before subsequent production simulations in the
canonical ensemble. WT-MetaD simulations were 1 μs in
length.
Metadynamics simulations were facilitated using PLUMED

2.1. In short, the bias potential V, given by
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is constructed during the simulation by accumulating small
Gaussian hills of potential with a width of σ that are deposited
periodically to slow degrees of freedom known as collective
variables (CVs) denoted by the letter S. The height of the
Gaussian kernel is initially W, but in WT-MetaD subsequent
hills decrease in height according to

τ =
τ τ− [ ]

ΔW k W e( )
S xV k k

k T0

( ( ) , )
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The decrease in hill height is a function of the magnitude of
the bias previously added and a temperature parameter ΔT
(not to be confused with the temperature of the simulation T)
which controls the exponential decay of the hill height. Thus,
the system is lifted out of free-energy minima, and eventually
the full conformational landscape of these CVs can be sampled.
The parameters for the size of the hills are W = 2.0 kJ/mol to
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be applied every picosecond, and ΔT = 2700 K. The width of
the Gaussians was set differently for each model peptide (A1.2
- σg = 0.03, σh = 0.1, MPX - σg = 0.03, σh = 0.1, TZ2 - σg = 0.03,
σh = 0.05, MBH - σg = 0.01, σh = 0.05 for radius of gyration and
hydrogen bonds respectively) in CV space. The widths of the
Gaussians were determined by using unbiased 100 ns
simulations of the peptides. The values of the CVs were
tracked over the simulation time, the standard deviations of the
CVs were calculated, and σ was set to approximately half the
standard deviation rounded to a reasonable number of
significant digits. For these simulations, we selected the α
carbon (Cα) radius of gyration and the numbers of structural
hydrogen bonds as our two CVs. The radius of gyration is
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where mi is the mass, and ri is the position of atom i. rCOM is the
position of the center of mass.
Structural hydrogen bonds are those found in the

experimental solution NMR plus any other possible hydrogen
bonds that would arise in a perfect α helix. The presence of a
hydrogen bond was determined by applying a sigmoidal
function sij to the distance between the hydrogen and oxygen
in question
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where sij decays from one to zero as the distance between the
two atoms i and j grows. Constants m = 8, n = 6, and r0 = 0.25
nm were used for all peptides. The CV biased during the
simulations was the sum of sij over all defined hydrogen bonds.
From the bias applied to these CVs during a WT-MetaD
simulation, the free-energy landscape can be computed
according to

→ ∞ = − Δ
+ Δ

+S SV t
T

T T
F C( , ) ( )

(6)

Clustering. The trajectory was clustered using a sample of
20,000 of the 1,000,000 frames from the simulation with the
g_cluster tool within GROMACS 4.6 and the GROMOS
method.32 This smaller sample was used, because the
calculation time and memory required to construct the
necessary root-mean-square displacement matrix among the
frames scale roughly with the number of frames squared. Thus,
clustering of the whole trajectory would be around 2500 times
costlier than the reduced set. The cutoff for cluster members in
Cα-rmsd space was set to different values for each of the four
model peptides (A1.2 - 0.35 nm, MPX - 0.35 nm, TZ2 - 0.33
nm, MBH - 0.2 nm) with a goal of keeping the number of
clusters near ten. The remaining 980,000 frames were then
compared to the central member of the top ten existing
clusters and assigned to the first cluster within the cutoff. If no
cluster was within the cutoff, the frame was assigned to a
separate “junk” cluster that was not considered in the
subsequent clustering analysis. Using the Torrie-Valleau
method,25 weights were assigned to frames in the trajectory

based upon the metadynamics bias applied during a given
frame. Frames were taken after the transient period where the
majority of the metadynamics bias was applied. Each cluster
was assigned a weight by the sum of the weights of these
frames.

Simulating VSFG Spectra. Simulation frames were
selected from the whole ensemble of conformations with a
probability proportional to the frame weight, assigned by the
Torrie-Valleau method. These random frames were included in
eight samples of 25 frames in total. Through some trial and
error, we determined that 25 was the optimum number of
frames to consider. Spectral calculations were much slower on
larger sample sizes, and these larger samples did not
significantly change the results. The sample of 25 peptide
structures was arranged in an array in a single pdb file. The pdb
file was used to compute a VSFG spectrum using the method
of Roeters et al.3b Roeters’ model shows that for larger, less
structurally disordered proteins, theoretical and experimental
spectra match well. Since his model accurately predicts spectral
features of large, complex proteins, we expect that for our
simple peptides, which contain a small fraction of the
complexity of Roeters’ larger protein, the selected theoretical
model will also be accurate. The method calculates the second-
order nonlinear susceptibility χ(2). The calculation includes
nearest- and non-nearest neighbor coupling and intrapeptide
hydrogen bond effects. Hydrogen bonds between the peptide
and solvent are not considered due to limits on data storage,
because of the high frequency with which the trajectory is
written. Nearest-neighbor coupling is included in the
calculation by a map of the dihedral angle dependent coupling.
The coupling was obtained from literature values calculated by
ab initio methods at the 6-31G+(d) B3LYP level of theory.33 In
these calculations, glycine dipeptide was used as a model for
amide I coupling. Results are tabulated and available on the
Web site associated with ref 33b. Non-nearest neighbor
couplings were estimated using transition-dipole interactions
rather than the ab initio map used for nearest neighbor
coupling.34
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